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Entity Resolution (Record Linkage, 
Matching, ...)

▪ Do these records describe the same person?

Important for

▪ Data Integration 
▪ De-duplication, Cleaning, Master Data

Name Birth City

William J. Smith 1/2/73 Berkeley, California

Smith, W. J. 1973.1.2 Berkeley, CA

Bill Smith Jan 3, 1972 Berkeley, Calif.



Product Matching

Are two product offers referring to the same object?



Product Matching Applications

Useful for 

▪ Price comparison/optimization

▪ Market analysis

▪ De-duplication of market-places (e.g. eBay, Amazon)

▪ Logistics

▪ Trend forecasting



Product Matching Methods

▪ Easiest case: EAN, GTIN, MPN

▪ Classical Solution: Compare fields / Descriptions

Image: amazon



Description insufficient but products are equal

Matching of Fashion Items

not sufficient

equal



Description is equal but products are different

Matching of Fashion Items

WRANGLER

RAINBOW - Sweatshirt
79,95 €

Wrangler RAINBOW Sweatshirt weiss 
SALE 43,29€

not equal

equal



We need to consider the images



How to Measure the Similarity of Images?

“Classical” computer vision approaches:

▪ Image hash (e.g. pHash)
▪ Feature / keypoint based methods (SIFT, SURF)

Not robust enough under invariances

Deep Learning (CNN) based approaches are a promising 
alternative.

Embedding: Mapping into a smaller-dimensional, continuous 
valued space.



What’s an Embedding?

▪ Finding a suitable representation 
in a lower dimensional space

▪ 100x100 image = 30,000 
dimensions → 

Internal representation of a 
neural network: e.g. 256 
dimensions 

 
To draw a graph means to find a suitable 
embedding on a 2-dimensional plane.

Embeddings are a byproduct of each 
neural network!



Creation of Embeddings

CNN with Triplet Loss Embedding (pretrained ResNet 50)

Image: Webdata Solutions



Project Steps

Training:

▪ Gather image data (DeepFashion2 Dataset)
▪ (Annotate images and build model for segmentation)
▪ Train similarity embeddings 

Usage:

▪ Provide (unknown) query image
▪ Create embedding 
▪ Retrieve closest embeddings from database of embeddings



Embedding Visualization 

(reduced from 128 to 2 dimensions with t-SNE)



Goal: Full image API 

Image: Webdata Solutions



Demonstration



Thank you for your attention. 
Questions? wilke@informatik.uni-leipzig.de


