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Motivation

A potential scenario of a smart IR system, “enabling the customer” to express their mind better.



Tasks
Models which learn good state-object representations

(1) Differentiate between different states of an object and can recognise even 
unseen combinations of state-object. (CZSL Task)

(2) Retrieve images based on multi-modal (image-text) query, where the text 
describes the changes sought by the user in the query image. (Retrieval Task)



ContraNet Architecture





Task # 1 (CZSL Task)



Task#2 (Retrieval Task)
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Results



Task # 1 [Traditional CZSL Split]



Task # 1 [GCZSL Split]





Qualitative Results: MIT-States



Qualitative Results: Fashion 200k



Task # 2:     MIT-States and F200k



● Novel ContraNet Approach for both CZSL and Retrieval tasks

● Text-aware image representations via Contrastive Learning 

● ContraNet outperforms the SOTA methods by a huge margin on benchmark 
datasets 

Conclusion



Thanks!


